Dendritic spine detection using curvilinear structure detector and LDA classifier
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Dendritic spines are small, bulbous cellular compartments that carry synapses. Biologists have been studying the biochemical pathways by examining the morphological and statistical changes of the dendritic spines at the intracellular level. In this paper a novel approach is presented for automated detection of dendritic spines in neuron images. The dendritic spines are recognized as small objects of variable shape attached or detached to multiple dendritic backbones in the 2D projection of the image stack along the optical direction. We extend the curvilinear structure detector to extract the boundaries as well as the centerlines for the dendritic backbones and spines. We further build a classifier using Linear Discriminate Analysis (LDA) to classify the attached spines into valid and invalid types to improve the accuracy of the spine detection. We evaluate the proposed approach by comparing with the manual results in terms of backbone length, spine number, spine length, and spine density.
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Introduction

Dendritic spines are defined as tiny membranous compartments consisting of a head (volume ∼ 0.01–1 μm³) connected to the parent dendrite by a thin (diameter ∼ 0.1 μm) spine neck (Harris, 1999a). The morphological and statistical changes of small cellular compartments, such as the dendritic spines, are of great interest when studying neurons (Tavazoie et al., 2005; Sarbassov et al., 2005; Carter and Sabatini, 2004; Zhou et al., 2006). As an example, Tavazoie et al. (2005) and Zhou et al. (2006) show that the TSC pathway regulates soma size, the density and size of dendritic spines, and the properties of excitatory synapses in hippocampal pyramidal neurons. Spine Ca²⁺ has a crucial role in the induction of most forms of synaptic long-term potentiation (LTP) and long-term depression (LTD)—the putative cellular mechanisms of learning and memory (Sabatini et al., 2001). The inability to examine and measure fluorescent signals from individual spines or synapses has been a major obstacle for such study. Recently the 2-photon laser scanning microscopy (2PLSM) (Lendvai et al., 2000; Maletic-Savatic et al., 1999; Engert and Bonhoeffer, 1999) has been widely used to image very small subcellular compartments within brain slices or in vivo, making it possible to study biochemical signaling that occurs at the intracellular level.

Despite previous work on automating the detection of dendritic backbones and spines (Al-Kofahi et al., 2002; Herzog et al., 1997; Koh et al., 2002; Weaver et al., 2004), the problem still remains largely unsolved, partially due to the irregular and diverse shapes of the objects. Herzog et al. (1997) proposed a method for 3D reconstruction of dendritic trees using a parametric model of cylinders. This method, however, missed most of the short spines or spines with thin neck. Al-Kofahi et al. (2002) use a generalized cylinder model to estimate the local directions and the dendritic backbones are directly traced from a set of pre-estimated seed points. The extraction of backbones is not complete due to the incomplete estimation of the seed points. Koh et al. (2002) construct a modified medial axis to locate dendritic backbones and detect spines as geometric surface protrusions relative to the backbones. Since the segmentation is achieved by a simple global threshold method, and very limited geometric information is considered for spine detection, this method detects a lot of pseudo spines. Considering other 3D line extraction and axes generation algorithms, either they are not able to provide accurate, smooth, and complete segmentation of the objects, or they are not well-suited to our specific problem of accurately segmenting the spine.
and backbone structures. As an example, the airway finding methods have been studied for MRI/CT images in the application of virtual bronchoscopic and dynamic navigation (Sauret et al., 1999; Kiraly et al., 2002, 2004; Swift et al., 2002). These methods are mainly focusing on the definition of 3D tree structures and the modeling, visualization, and reconstruction of the 3D tubular objects. Swift et al. (2002) proposed a method for automatic axis generation using Discrete Model and Generalized Cylinder Model. Their method for segmenting airways is basically threshold based contour boundary finding. Sauret et al. (1999) proposed a semi-automated method to obtain full 3D topology and dimensions of branching networks in CT images. Their method is based on 3D skeletonization, which may give wrong segmentation results around image boundaries and need extra processing to remove side branches and smooth medial axis.

In this paper, we propose a novel method for automated segmentation and quantification of dendritic backbones and spines suitable for 3D neuron images in thin slices. Usually neurobiologists are interested in spine length, spine size, and spine density (defined as number of spines per backbone length). Since the focus of this paper is to propose a general image analysis methodology to extract different morphological features, we do not focus on any one particular feature, but the spine size, spine root, spine boundaries, spine and backbone length, number of spines, and spine density. To quantify those spine features, our method is able to accurately segment each individual spine as well as dendritic backbones. Then the biologists can make decisions based on that. Fig. 1 shows a sample (original and denoised) neuron image with backbones. Then the biologists can make decisions based on that.

Fig. 1. A sample neuron image stack projected along (a) z-direction; (b) x-direction; and (c) y-direction. (d) Original noisy image projected along z-direction.

This way, the process is significantly simplified and very fast. Although the volume information about spines is missing, most of the geometric and statistical information is reserved and adequate for further biological analysis.

Among the photosensitive devices in use today, the photomultiplier tube (PMT) is a versatile device that provides extremely high sensitivity and ultra-fast response. However, the electronic signal converted by PMT detectors is usually noisy. Thus, image denoising is a necessary step before any further processing. Some methods for image denoising and restoration are discussed in Kempen et al. (1996). In our case, the noise is mainly “salt and pepper” type. So we apply 2D median filtering (Lim, 1989) to remove the noise and preserve the boundary information for dendrites and spines. We use the original noisy image and the denoised image to estimate the signal to noise ratio (SNR) and the peak SNR (PSNR). A typical image has a SNR value of 13 dB and PSNR of 46 dB. We treat the dendritic backbones and spines as curvilinear structures and extract their centerlines using the curvilinear structure detector (Steger, 1998). The backbones and spines can be easily distinguished by examining the length of the detected centerlines, based on the observation that the length of a spine is much smaller than that of a backbone. The boundaries of the backbones and spines are extracted using information provided by the curvilinear structure detector for a fast process. Once the spines are detected, they are grouped as either attached or detached based on the distance between the spine root and the backbone. Since imaging artifacts and noise may cause irregular shapes in the image, there is no doubt that not all the small objects extended from backbones are spines (see examples in Fig. 8). In this paper, we use “protrusion” to indicate those that are not spines. In our proposed method, the user (usually an expert in the field of neurobiology) can pick spines and protrusions to train the classifier such that the protrusions can be removed from the detected objects to improve accuracy. In the final stage, the dendritic backbones and spines are quantified in terms of the spine number, backbone and...
spine length, and the spine density. Fig. 2 shows the block diagram for our proposed approach.

The paper is organized as follows. The Materials and methods section presents the image acquisition method, and methods for dendritic backbone extraction and spine detection and classification. The experimental results and validation are presented in the Experimental results and validation section. We conclude our work in the Conclusion and discussion section and necessary future work is discussed.

Materials and methods

Neuron image acquisition

The test images are provided by Bernardo L. Sabatini’s Laboratory, one of our collaborators at the Department of Neurobiology, Harvard Medical School. The neuron images are acquired with two-photon laser scanning microscopes with an excitation wavelength of 910 nm. The pyramidal neurons are transfected with the Green Fluorescent Protein (GFP) and are imaged at 0.8× zoom (image field, 300×270 μm), whereas spiny regions of basal and apical dendrites are imaged at 5× magnification (image field, 42×42 μm). Optical sections are taken at 1.0 μm spacing. In this paper, we use the magnified images of spiny regions of basal and apical dendrites, a portion of the pyramidal neuron, as input images for testing our method. We use “neuron image” to represent those magnified images in the following sections.

Automated extraction of dendritic backbones

Centerline extraction for dendritic backbones

A backbone is defined as the centerline of a dendrite segment. All the centerlines of the dendrite segments, if connected, form the dendritic backbone structure. The detection of the dendritic backbone involves extracting and connecting the centerlines and boundaries for all the dendrite segments. In this work, we apply the curvilinear structure detector (Steger, 1998; Xiong et al., 2006) to extract the centerlines of the dendritic backbone structures. Curvilinear structure detector is a robust line extraction method that is able to rapidly, accurately, and completely extract centerlines of line structures in 2D images. Basically, this method examines each pixel in the image and detects the line pixels that are located on or close to the line structures. These line pixels are then linked to form the centerlines of the line structures. A 2D line can be modeled as a curve that exhibits the characteristic 1D line profile in the direction perpendicular to the line, as shown in Fig. 3. In our algorithm, there are five steps to extract the dendritic backbones:

- Step 1: local line direction estimation;
- Step 2: line point detection;
- Step 3: line point linking;
- Step 4: boundary extraction;
- Step 5: backbone linking.

The local direction of the line is determined using the second-order directional derivatives of the image. However, since an image contains noise, the calculation of its derivatives is not straightforward. It is appropriate to estimate the derivatives of an image by convoluting it with the derivatives of the Gaussian kernel (Florack et al., 1992). Thus, the derivatives of a noisy image \( I \) can be estimated as follows:

\[
\begin{align*}
\nabla V &= (I \ast G') = I \ast G \\
\nabla W &= (I \ast G) = I \ast G
\end{align*}
\]

where “\( G \)” represents the Gaussian kernel and “\( \ast \)” is the convolution operator. The estimation of the derivatives for a 2D image can be achieved by convoluting the image with the derivatives of the Gaussian kernel along one dimension and then convolving along the other dimension. After convoluting with the Gaussian kernel, the criterion for a bright salient line on a dark background is that the second-order derivatives (\( \nabla'' \)) take minimum value (or maximum negative value) at locations where the first-order derivatives (\( \nabla' \)) are equal to zero.

Since Gaussian kernel acts as a low-pass filter, it will blur the boundary information, or even smooth away weak line structures.

Fig. 2. The block diagram for the automated backbone and spine detection.

Fig. 3. The 2D line model represented by a 1D line profile along the direction \( n_p \) perpendicular to the local line direction \( s(t) \).
Thus, the selection of the standard deviation (σ) for the Gaussian kernel is restricted by two conditions:

1. σ should be large enough so that \( r'' \) exhibits a clearly defined minimum at \( r' = 0 \);
2. σ should not be too large to avoid smoothing away most of the line structures.

In order to preserve most of the line structures (including weak lines) during the convolution, we adopt the method in Xiong et al. (2006) to select multiple σ values for different pixels in a neuronal image. Simply, we consider the Hessian matrix for each pixel and calculate different set of eigenvalues when using different σ values for the convolution. We pick the value such that its eigenvalue has the maximum absolute value among all the eigenvalues.

The eigenvector corresponding to the maximum absolute eigenvalue is the normalized direction perpendicular to the line. Denote this normalized direction as \( \overrightarrow{n_p} \) where subscript \( p \) represents the current pixel location. We call the second-order derivative the strength value since it indicates how strong the line is. A noticeable line pixel must have a second-order derivative that is larger than a threshold value, which is called strength threshold. \( \overrightarrow{n_p} \) can also be represented as \( (\overrightarrow{n_x}, \overrightarrow{n_y}) \) a unit vector along \( x \) and \( y \) directions. Once the local line direction is determined, the location of the candidate line point \( (x, y) \) is given by:

\[
(x, y) = (s \overrightarrow{n_x}, s \overrightarrow{n_y})
\]

where \( s \) is calculated using the local line direction vector (Xiong et al., 2006).

After the line points are detected, they are linked to form the centerline. The linking starts from the line points whose second directional derivatives are larger than the user-selectable threshold value, called upper threshold. It ends at the line points whose second directional derivatives are lower than another user-selectable threshold value, called lower threshold. When adding an appropriate neighbor to the current line, only three neighboring pixels that are compatible with the current line direction are examined. The appropriate neighbor is given by:

\[
p^{i+1} = \arg \min_{k=1,2,3} \left[ \| p' - p_k^{i+1} \|_2 + |z' - z_k^{i+1}| \right]
\]

where \( p' \) is the current line point and \( p^{i+1} \) is the point being added to the line, \( p_k^{i+1} (k=1, 2, 3) \) are the three neighborhoods, \( z \) is the angle value given by: \( (\overrightarrow{n_x}, \overrightarrow{n_y}) = (\cos z, \sin z) \).

**Boundary extraction for dendritic backbones**

In Steger (1998) the boundaries of the curvilinear structures are extracted using a facet model line detector. In this paper we proposed a new method to accelerate the process. We consider only the bright lines on a dark background. The detection of the boundaries for such lines is based on the observation that the strength values of the line pixels change abruptly at the boundary locations. We perform boundary detection in three steps. In the first step, we examine the strength value for each pixel in the
image and set it to zero if it is smaller than a predefined strength threshold. That is,
\[
SV(p) = \begin{cases} 0 & \text{if } S_p < ST \\ SV(p) & \text{otherwise} \end{cases}
\]
where \(SV(p)\) is the strength value for the pixel at location \(p\) and \(ST\) is the strength threshold value. The remaining pixels with non-zero strength values are then the line pixels noticeable in the foreground. We call it the strength image if each pixel is represented by its new strength value.

In the second step, starting from the first centerline point, we search the strength image along the two directions perpendicular to the local line direction until the strength value drops to zero. The stopping positions are then extracted as boundary points. The searching is applied to all the centerline points on each detected backbones. Each centerline pixel will have two boundary points associated with it. Let \(d_p\) represent the local line direction for the current pixel \(p\). The two perpendicular directions, if rotated to the left and to the right from \(d_p\), are denoted as \(d_p^L\), \(d_p^R\) respectively. The points on the two searching directions are \(P_p = \{p_1, p_2, K, p_K\}\) and \(Q_p = \{q_1, q_2, K, q_K\}\), where \(K\) is the maximum possible line width. Then the boundary points \(b_p^L\) and \(b_p^R\) for \(p\) are:
\[
\begin{align*}
&b_p^L = p_i \quad \text{if } p_i \in P_p \text{ and } SV(p_{i+1}) = 0 \\
&b_p^R = q_j \quad \text{if } q_j \in Q_p \text{ and } SV(q_{j+1}) = 0
\end{align*}
\]
If the centerline points of a line structure is represented as \( C = \{ c_1, c_2, \ldots, c_N \} \), where \( N \) is the total number of the points, \( c_1 \) is the starting point, and \( c_N \) is the ending point of the line. For each point \( c_i \), there will be two boundary points found by formula (5), then we find a set of boundary points for \( C \) as \( \{(b_{1L}^L, b_{1R}^L), (b_{2L}^R, b_{2R}^R), \ldots, (b_{N}^L, b_{N}^R)\} \). The search is very fast since it only involves finding the first zero-value point in the small sets of points \( P_p, Q_p \).

Since only the boundary points on the two searching paths \( d_p^L \), \( d_p^R \) are found, other boundary points that are not on the paths may be missing. In the third step, the missing boundary points are detected from the neighboring boundary points. Given two known boundary points, if they are adjacent, i.e., there are no any other boundary points between them, then the Bresenham (1965) algorithm is applied to find the points that can link them into a discrete line, with the two known boundary points as the starting and the ending points. These new points on the discrete line are regarded as the missing boundary points. That is, the complete boundary points for the centerline \( C \) are:

\[
B = \left\{ (b_{1L}^L, b_{1R}^L), (b_{1L}^L, b_{1R}^L), (b_{2L}^R, b_{2R}^R), (b_{2L}^R, b_{2R}^R), \ldots, (b_{N}^L, b_{N}^R) \right\}
\]

where \( b_{ij} \) is the set of points on the discrete line that links point \( b_{iL}^L \) and \( b_{iR}^L \), \( i \) for linking \( b_{iL}^L \) and \( b_{jR}^R \). Fig. 4(a) shows an example results for the backbone boundary detection. We use different

---

Fig. 7. Results for dendritic backbone and spine extraction. The images on the first row are the original neuron images, images on the second row are the results with extracted centerlines labeled with color (cyan for backbone centerline and red for spine centerlines), and images on the third row are the result with extracted boundary labels with color (magenta for backbone boundaries and green for spine boundaries).
colors to represent the centerline points, boundary points, and the searching vectors.

The advantages of our proposed method for boundary detection are obvious: first, our proposed method is fast. The linear-time searching of the boundary points is based on the second-order derivatives and the local line directions obtained when extracting the centerlines, thus no further convolution and other computations are required. Second, the detected results are very accurate because of the use of the second-order derivatives, local line directions, and the removal of weak line pixels. Third, since each centerline pixel has two boundary points associated with it, this can be used to further detect the spine heads and roots, and also can be very useful for linking multiple backbones.

Multiple backbones linking

If more than one backbone are detected, they need to be linked together to construct the dendritic structures (see Fig. 6 as an example). The backbones are linked based on their boundary information. If the boundary points for two backbones are overlapped or located within eight-neighborhood, they are considered belonging to the same dendritic structure and then the Bresenham (1965) algorithm is used to directly link the two corresponding centerline points together. Otherwise the two backbones are said to belong to different dendritic structures and no linking is applied. If we denote one backbone $C^U$ and its boundary $B^U$ as two sets of points: $C^U = \{c_1^U, c_2^U, ..., c_M^U\}$, $B^U = \{b_1^U, b_2^U, ..., b_X^U\}$, another backbone and its boundary as $C^V = \{c_1^V, c_2^V, ..., c_N^V\}$, $B^V = \{b_1^V, b_2^V, ..., b_Y^V\}$, then the linking is applied if any one of the following four conditions is satisfied:

1. if $b_1^U$ or $b_{X}^U = b_1^V$ or $b_{Y}^V$
2. if $b_1^U$ or $b_{X}^U \in N_8(b_1^V)$
3. if $b_1^V$ or $b_{Y}^V \in N_8(b_1^U)$
4. if $b_1^U$ or $b_{X}^U \in N_8(b_1^V)$, $b_1^V \in B^V$

where $N_8(p)$ represents all the eight-neighborhood points of the pixel $p$. We link the two centerline points whose boundary points satisfy formula (7).

Automated spine detection and classification

Detached spine detection

Dendritic spines are tiny membranous compartments consisting of a head (volume $\sim 0.01$–$1 \mu m^3$) connected to the parent dendrite by a thin (diameter $\sim 0.1 \mu m$) spine neck (Harris, 1999b). Once dendritic spines are detected, further analysis can be applied on morphological and statistical changes to study

![Fig. 8. Partial spine samples in the training set for spine qualifier. The first two rows are the samples of valid spine type; the last row is the samples of invalid spine type.](image)

![Fig. 9. Spine detection results (a) without spine classification; (b) with spine classification. The dendrite boundaries are labeled in green color; The spines are circled in red color. The pseudo attached spines detected by the classifier are labeled in blue color.](image)
their activity patterns. Our algorithm extracts dendritic spines in four steps:

- Step 1: spine centerline extraction;
- Step 2: spine boundary extraction;
- Step 3: spine root point detection;
- Step 4: spine classification.

The dendritic spines are treated as small protrusions of variable shape attached or detached to multiple dendritic backbones. We use the same method as for dendritic backbone extraction to extract the centerlines of dendritic spines. That is, the line points are detected and linked to form the centerlines for all the spine structures. The major difference, if compared with backbone extraction, is that the length of the centerline for a spine is much less than that for a backbone. Furthermore, we keep only those extracted spines if they are close enough to the nearby backbones. Otherwise, the detected objects are considered as noise or imaging artifacts. For spine boundary extraction, the method is exactly the same as that for detecting backbone boundary. However, we expect cyclic boundaries for spines. Thus, the boundary points are: \(\{(b_1^L, b_1^R), (b_2^L, b_2^R), (b_3^L, b_3^R), (b_N^L, b_N^R), (b_1^R, b_N^R)\}\), where \(b_1^L, b_N^R\) means the two linking lines between \(b_1^L\) and \(b_N^R\), \(b_1^R\) and \(b_N^R\) respectively. Fig. 4 (b) shows an example result for spine boundary detection.

There are two types of spines: attached spine, which is attached to a backbone surface, and detached spine, which is detached but very close to a backbone surface. The method to distinguish them is as follows: the attached spines are those whose minimum distance to a backbone is no larger than the maximum width of that backbone. Otherwise they are detached spines. For attached spines, the edge of the spine intersects that of the backbone. We define the two intersecting points as the root points for that spine. The root points are very useful for calculating the spine features, such as length and width of the spine. Once the centerline and boundary of a spine are obtained, the root point detection is straightforward: we only need to consider the point on the centerline that is the closest to the backbone. The two corresponding edge points are then detected as the root points for that spine. Figs. 6 and 7 show some example results for dendritic spine extraction. The centerline, boundary, and root points for each spine are labeled in colors.

**Attached spine detection**

The above described method is good enough for detecting detached spines. However, it usually detects some pseudo attached spines.
spines due to irregular shapes or noise around the boundary of the backbone areas. Here, we propose an automated attached spine selection procedure using feature selection and spine classification. The procedure is as follows: once the candidate objects are extracted and grouped as attached and detached, we manually pick up a set of attached objects and categorize them as spines or protrusions. These categorized objects will be used as a training set for feature selection and spine classification. We calculate the geometric and moment features for each sample in the training set. We then select and normalize a subset of the features for further spine classification. Finally a classifier is applied to candidate objects to determine if they are spines or protrusions. We explain each step in the following subsections.

Spine feature calculation. Automated identification of the spine type relies on feature calculation, the most critical step in pattern recognition problems. Efficient features could improve the performance and reduce the complexity of the entire system. Considering the geometric and appearance properties of attached spines and pseudo spines, we use two types of features: Zernike moments and geometric features. The feature lengths are 36 for Zernike moments and 12 for geometric features. If a total of \(m\) detected objects are manually selected as spine type \(s_i, i=1, 2, K, n\) and a total of \(n\) detected objects as protrusion type \(t_j, j=1, 2, K, n\), then the training set \(T\) can be represented as \(T=\{s_1, s_2, K, s_m, t_1, t_2, K, t_n\}\). For each sample \(S_i\) or \(T_j\) in the training set, the calculated features are:

\[
F = [F_1, F_2, L, F_{m+n}]^T, \quad \text{and} \quad F_i = [z_{i1}, z_{i2}, L, z_{i36}, g_{i1}, g_{i2}, L, g_{i12}], \quad I = 1 : m + nx
\]

where \(z_{ij}, i=1:m+n, j=1:36\) represents the Zernike moment features for the \(i\)th sample and \(g_{ij}, i=1:m+n, j=1:12\) represents the geometric features for the \(i\)th sample. Thus, there are a total of \(48 \times (m+n)\) features calculated for the training set. We briefly introduce these features below.

Zernike moments are classical image features that have wide applications (Khotanzad and Hong, 1990; Teh and Chin et al., 1988). First, the center of mass is calculated for each spine polygon image and the spine pixels are redefined based on this center. Second, the radius is calculated for each spine, and the average of the radii is defined as \(R\). Third, the pixel \((x, y)\) of the spine image is mapped to a unit circle to obtain the projected pixel \((x', y')\). Let \(I(x', y')\) denote the florescence of the pixel. The Zernike moment for each cell is defined as:

\[
Z_{nl} = \frac{n+1}{\pi} \sum_{x} \sum_{y} V_{nl}(x', y') J_l(x', y')
\]

Fig. 11. Results comparison among our algorithm and the threshold based algorithms (see Koh et al., 2002; Weaver et al., 2004). (a) Original image; (b) extraction results using median axis and global threshold method, the detected spines are labeled by red color; (c) extraction results using adaptive method, the detected spines and backbones are labeled in color; (d) extraction results using our method. Note the major difference of the results at circled areas. The threshold based methods tend to detect lots of pseudo spines.
where $x'^2 + y'^2 \leq 1$, $0 \leq l \leq n - 1$, $n - l$ is even, and $V_n^l (x', y')$ can be calculated as:

$$
\begin{align*}
V_n^l (x', y') = \sum_{m=0}^{(n-1)/2} \frac{(-1)^m}{n - 2m + 1} \frac{(n - m)!}{m!} \frac{1}{2} \left( \frac{n - 2m - l}{2} \right) \\
\times (x'^2 + y'^2)^{(n-2m)/2} e^{i\theta}
\end{align*}
$$

(10)

where $\theta = \arctan(y'/x')$ and $i = \sqrt{-1}$. We select $n = 10$ and use $|Z_{nl}|$ as the feature to obtain 36 moments features in total.

We also use a set of common region properties to describe the shape and texture characteristics (geometric features) of the spines in our work. For general texture description, we use the maximum, minimum, mean, and standard deviation of the intensity values in the segmented spine area. We also use some weak shape descriptions, such as the length of the longest axis $l_{\text{max}}$ and the length of the shortest axis $l_{\text{min}}$, the ratio $l_{\text{max}}/l_{\text{min}}$, the spine area $s$, the spine perimeter $p$, and the spine compactness which is calculated as: compactness$=p^2/(4\pi s)$. If the perimeter of minimum convex shape is $p_c$, then the spine roughness is: roughness$=p/p_c$. Finally, we have twelve general texture and shape features for each spine region.

**Spine feature selection.** The high-dimensional features bring two disadvantages in statistical analysis. First, the high-dimensional data with relatively sparse samples make it difficult and inaccurate to parameterize the statistical model when training the classifiers. Second, the high-dimensional data require more computation cost, including time and memory space. Therefore, dimensionality reduction is a common way to condense the features. Feature-subset selection (Cantu-Paz, 2002) and transformation based feature reduction are the two methods for reducing dimensionality of the feature space.

An optional choice is to apply the random search technique to derive an optimal feature subset. A genetic algorithm (GA) is a classical random optimization method, which mimics the evolutionary process of survival of the fittest (Holland, 1996). Another popular method for feature selection is the Sequential Floating Forward Selection (SFFS) procedure (Pudil et al., 1994). This method starts with a single feature subset and iteratively adds or removes features until the performance is deteriorated. During the sequential search, once a forward step is applied, a number of backward steps are dynamically executed, given the condition that the performance can be improved. Even thought very simple, the SFFS algorithm has been shown to perform very well comparable to the GA method and even better for high-dimensional problems (Ferri et al., 1994; Jain and Zongker, 1997). In our work, we apply the SFFS to the feature selection problem.

One important issue about feature selection is to determine the number of features that are appropriate for the classification

![Fig. 12. Results comparison among our algorithm and the threshold based algorithm (see Koh et al., 2002; Weaver et al., 2004).](image)

(a) Original image; (b) extraction results using median axis and global threshold method, the detected spines and backbones are labeled in red color; (c) extraction results using adaptive threshold method, the detected spines and backbones are labeled in color; (d) extraction results using our method. Note the major difference of the results at circled areas. The threshold based methods tends to detect lots of pseudo spines.
problem. Because there is no criterion to determine this value, we have to try different number of features during feature selection. In practice, we select 8, 10, 12, 14, and 16 features and compare the performance (see Validation section). Once the features for the two classes are selected, they will be used to classify an unknown object into a spine or a protrusion.

**Attached spine classification.** There exist many classification methods in the literature, for example, the Nearest-Neighbor Classifiers (kNN), Support Vector Machines (SVM), Neural Networks, and Decision Trees. Most of these methods are either too simple or too complicated (computationally expensive) to be used in this project. We use the Linear Discriminate Analysis (LDA) as the classification algorithm in our work. LDA easily handles the case where the within-class frequencies are unequal and their performances have been examined on randomly generated test data. It is a transform-based method which attempts to maximize the ratio of between-class variance to the within-class variance in any particular data set, thereby guaranteeing maximal separability (Fukunaga, 1990). LDA is to find an optimal linear transformation, which can retain the class separability while reducing the variation within each class. In the training set, suppose we have two feature sets for the two classes (spine $S$ and protrusion $T$) in the forms given below:

$$S = [S_1, S_2, L, S_m]^T, \quad T = [T_1, T_2, L, T_n]^T$$

where $S_i=[S_{i1}, S_{i2}, L, S_{im}], i=1:m$, and $T_j=[T_{j1}, T_{j2}, L, T_{jn}], j=1:n$. Let $\mu_S, \mu_T$ be the mean vector of the two sets respectively and $\mu$ be the mean vector of the entire training set. The between-class scatter matrix ($S_b$) of the training set defines the scatter of the expected vectors around the global mean:

$$S_b = (\mu_S - \mu)(\mu_S - \mu)^T + (\mu_T - \mu)(\mu_T - \mu)^T$$

(12)

The within-class scatter matrix ($S_w$) of the training set defines the scatter of samples around their respective means:

$$S_w = E[(S - \mu_S)(S - \mu_S)^T] + E[(T - \mu_T)(T - \mu_T)^T]$$

(13)

The transformation matrix is formed by combining $S_b$ and $S_w$ so as to maximize the separation of the classes in the transformed domain. In this work, the transformation matrix ($H$) consists of the eigenvectors corresponding to the dominant eigenvalues of the matrix $S_w^{-1} \times S_b$. Once $H$ is obtained, the training data set ($S, T$) and the unknown data set ($U$) are transformed to the new domain. A class is assigned to each unknown data vector in $U$ based on the Euclidean distance between the transformed unknown data sample and each of the class centers in the transformed domain. Fig. 5 shows the block diagram for the spine classification using the LDA method.

**Experimental results and validation**

**Results for dendritic backbone and spine extraction**

Figs. 6 and 7 show four original neuron images and their extracted backbones and spines labeled with color. Each image and
its result represent one of the three situations: single backbone; multiple connected backbones; and multiple separated backbones. The results also show that, even with very noisy images, our proposed algorithm can accurately and robustly extract complicated backbone and spine structures. The boundaries for backbone and spines are also shown. The average running time to process one neuron image is in minutes, compared to time in hours spent if labeled manually, especially for applications of high-throughput screening, with thousands of such images generated from one experiment.

Results for spine classification

From 27 neuron images we pick 157 attached spine samples as valid spine type and 63 samples as protrusion type, for a total of 220 positive and negative spine samples in the training set. Fig. 8 shows some sample spine images from the training set. We calculate the 12 geometric features and 36 moment features for each of the sample spine image. A 220 × 48 feature matrix is then generated with each row representing a single sample spine and each column a single feature. After the feature normalization, we examine the correlation between each pair of columns in the feature matrix by calculating the pairwise linear correlation coefficients. The correlated features are removed in order to make the feature matrix positive definite. After the feature decorrelation, only 22 features are left for feature selection and spine classification. The SFFS method is applied to the 22 uncorrelated features to select 8, 10, 12, 14, or 16 features for further classification. The error rate is defined as the proportion of errors made over the whole set of testing samples. The error rate values are obtained using the 10-fold cross-validation method. First, the whole sample spines are split into 10 subsets of equal size. Second, each subset is used in turn for testing, the remainder for training. Third, the SFFS method is applied and the error estimates are averaged to yield an overall error rate. In Table 1 we show the performance of SFFS in terms of error rates for different number of selected features. In this work we use 10 features for classification.

We further test the feature selection method using a holdout procedure: from the 220 samples, we randomly select 80% of them (176 samples) as the training set and remaining 20% (44 samples) as the testing set. 10 Features are selected by SFFS. The classification result shows that there are 2 errors out of 44 samples and the error rate is 4.55% (2 out of 44). That means, the spine classifier can successfully predict the spine type for 95.45% of the samples.

Given the training set and its classification results, we apply LDA as the classifier to detect the spine type for unknown spines. That is, once an attached object is detected, it is fed to the classifier as an unknown test data. The classifier will determine whether or not it belongs to spines, based on the predefined training data set and its classification results. Figs. 9 and 10 show the spine detection results before and after the spine classification. It is observed that some protrusions are removed by the classifier.

We compare our spine detection results with those produced by the threshold based algorithms (Koh et al., 2002; Weaver et al., 2004). Figs. 11 and 12 show the comparison results for the four test neuron images. The threshold based method accepts many noisy spots as spines. Furthermore, some parts of the dendrites are incorrectly detected as spines (for example, see Fig. 12(b)). Our proposed method is robust enough to bypass noise around spines and the dendritic backbones are detected very accurately.

Validation

In order to evaluate our proposed algorithm for dendritic backbone and spine extraction, we compare our results with those of semi-automatic method and fully manual method by visual inspection and quantitative comparison. The validation process is designed as follows: we randomly select 14 neuron images from a

<table>
<thead>
<tr>
<th>Method</th>
<th>Spine number</th>
<th>Average backbone length (μm)</th>
<th>Average spine length (μm)</th>
<th>Spine density (in /μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual</td>
<td>254</td>
<td>49.133</td>
<td>1.147</td>
<td>0.35</td>
</tr>
<tr>
<td>Automated</td>
<td>260</td>
<td>52.158</td>
<td>1.247</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Fig. 14. Visual comparison: two example images on which both automated and manual method obtain the same result.

Fig. 15. Cumulative distribution of spine length comparison between automated labeling and manual labeling.
total of 109 images. For each image we randomly select one dendrite region and its spine structures to alleviate the burden of manual process. We manually label the backbones and the centerlines of the spines in each selected dendrite and use the results as the ground truth. Our proposed algorithm is then applied on each dendrite and the results are compared quantitatively with the manual results in terms of spine number, spine length, backbone length, and spine density. The spine density is defined as the number of spines per unit backbone length.

The manual method detects 254 spines and the automated method detects 260 spines. Among these spines a total of 241 spines are detected by both methods, 13 additional spines are detected only by manual method, and 19 additional spines are detected only by automated method. Visual comparisons are demonstrated in Figs. 13 and 14. In Fig. 13 the spines circled are detected only by manual method. Since these spines are due to the noise and the rough dendrite boundaries, the automated classifier treats them as invalid attached spines and removes them. Fig. 14 shows an example in which case the two methods obtain exactly the same number of spines and same locations for detected spines. This proves the accuracy of our proposed method.

Table 2 compares the two methods quantitatively. The average spine length and spine density are calculated based on the 241 common spines. Table 3 compares the spine number, spine length, and spine density for each individual test image.

Parameter selection

The standard deviation for the Gaussian kernel is determined automatically. Other parameters for the curvilinear structure detection, such as the lower and upper threshold, the minimum line length, and the linking distance, can be fixed loosely using a large range and does not affect the final results significantly. The parameters for the backbone and spine detection include the following:

Table 4

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Typical value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper threshold</td>
<td>3.0</td>
<td>Curvilinear structure detection</td>
</tr>
<tr>
<td>Lower threshold</td>
<td>1.0</td>
<td>Curvilinear structure detection</td>
</tr>
<tr>
<td>Linking distance</td>
<td>5</td>
<td>Curvilinear structure detection</td>
</tr>
<tr>
<td>Minimum line length</td>
<td>5</td>
<td>Curvilinear structure detection</td>
</tr>
<tr>
<td>Strength threshold</td>
<td>1.0</td>
<td>Boundary detection</td>
</tr>
<tr>
<td>Minimum backbone length</td>
<td>80</td>
<td>Minimum backbone length</td>
</tr>
</tbody>
</table>

Note: “Both” means we only count spines that are detected by both manual labeling and automated labeling.

![Image of manual and automated spine detection comparison](image-url)
weakness threshold and the minimum backbone length. These two parameters may vary for different images, but can be fixed for a set of images from the same biological experiment, or images with similar intensity distributions. Table 4 lists the typical parameter values that are used in this work.

Conclusion and discussion

We have presented a novel approach for automated detection of dendritic backbones and spines in neuron images. The algorithm is able to accurately and smoothly extract the backbones and centerlines of the spines based on the curvilinear structure detection method. A novel boundary detection method is derived and applied to rapidly segment the spine areas. The algorithm can detect and quantitate both attached spines and detached spines. For attached spines, a classifier is used to further remove protrusions based on their geometry and moment features. The algorithm is highly automated, requiring minimum or no human interaction.

The automated process is fast. The running time is only in minutes for processing a 512*512*10 neuron image with a Pentium IV 2.8G Hz processor. The experimental results show that the algorithm is able to extract the dendritic backbones and spines accurately and completely, and provide detailed information consistently. Our algorithm outperforms other methods in that it provides fast and fully automated processing and more accurate detection of dendritic backbone and spines in images with poor quality and complicated structures.

At present, the algorithm is applied on the 2D projection of the 3D neuron image stacks. So, some of the 3D morphological characters, such as spine volume and spine shapes, are not available. In order to access the volumetric measurements, it is necessary to study the 3D dendritic structures, which can be achieved by extending the curvilinear structure detection method to 3D. The classification scheme used in this work is simple and effective, and it only can determine if an attached spine is valid or invalid. To study the functional significance of the dendritic spines, spines can be further classified as stubby, mushroom, and thin types, based on their shape characteristics. Such classification, however, requires more spine features and a more sophisticated classification scheme.
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